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Summary 
I did my graduation as part of an Immersive Media project set up by Saxion, The Virtual Dutch Men and 

Sense Glove to build a VR application with Unity where users can play music instruments using Sense 

'ÌÏÖÅȭÓ 62 ÇÌÏÖÅÓȢ !ÎÏÔÈÅÒ ÇÏÁÌ ÔÈÅ ÐÒÏÊÅÃÔ ×ÁÓ ÔÏ create a demonstration video where musicians can be 

seen playing music using the application. I worked at Saxion together with two other on this project. We 

received older glove prototypes to work with at first, missing out on sideways finger tracking and haptic 

and force feedback. We would only have development time with the newer prototypes at the end of the 

project after the timeframe of this report.  

My research was about the designing of virtual reality music instruments making use of them with the 

Sense Gloves, researching VR glove features, virtual reality music instruments and 3D audio 

spatialization. 

The project was set up to work iteratively with sprints. At a certain point in the project at the end of those 

sprints a musician onboard with the project would come by to test the prototype and afterwards fill in a 

questionnaire I developed with the design principles I found when researching virtual reality music 

instruments.  

After crude versions of a piano, a drum and a xylophone we set out to build a synthesizer keyboard. It 

features a sample preset system, a sustain function and the keys have velocity response to change the 

volume of samples being triggered according to how hard the keys are hit. The keys doÎȭÔ ÍÁËÅ ÕÓÅ ÏÆ 

regular physics solutions as they are problematic with VR gloves but make use of collider areas beneath 

the keys and use a script to animate the visual key object accordingly to how far the fingers are down. 

4ÈÅ ÕÓÅÒ ÄÏÅÓÎȭÔ ÉÎÔÅÒÁÃÔ ×ÉÔÈ ÔÈÅ ÖÉÓÕÁÌ ËÅÙ ÏÂÊÅÃÔÓ ÔÈÅÍÓÅÌÖÅÓȢ 

The testing went a bit problematic as after the gloves were sent back to Sense Glove for repairs the 

finger and wrist tracking were still bad and the gloves showed other faults. The audiovisual response of 

the instrument is good and there were no complaints about cyber sickness. The instrument being closely 

modeled after real world counterparts is assured with natural mechanisms although it lacks magic 

mechanisms that extend the instrument past real world limitations. The instrument also lacks the ability 

to give the sense of giving a performance.  
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Abbreviations 
 

Abbreviation Explanation 

  
AR Augmented Reality 

CAD Computer Aided Design 

HMD Head Mounted Device 

HRTF Head Related Transfer Function 

IMU Inertial Measurement Unit 

MR Mixed Reality 

SDK Software Development Kit 

VR Virtual Reality 

VRE Virtual Reality Environment 

VRMI Virtual Reality Music Instrument 
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1. Introduction  

1.1. Reason 

1.1.1. Graduation assignment 

)ȭÍ ÄÏÉÎÇ ÍÙ ÇÒÁÄÕÁÔÉÏÎ ×ÉÔÈÉÎ the Immersive Media project Orchestra VR, spanning two quartiles 

working together with a group of students on a solution. In this case the product to be build is a VR 

(Virtual Reality) application prototype where users can play instruments in VR. For the bigger part the 

ÐÒÏÊÅÃÔ ÉÓ ÁÂÏÕÔ ÔÈÅ ÇÌÏÖÅÓ ÆÒÏÍ 3ÅÎÓÅ 'ÌÏÖÅȟ ÔÈÅÓÅ ÁÒÅÎȭÔ ÁÖÁÉÌÁÂÌÅ ÔÏ ÔÈÅ ÐÕÂÌÉÃ ÙÅÔȢ 4ÈÅ ÇÌÏÖÅÓ ÔÒÁÃË 

finger movement and eventually we should get to use the prototypes that feature have force and haptic 

feedback. We also have a motion tracking system available to us that works with individual trackers by 

Enliven 3D.  

1.1.2. Client company outline 

The Virtual Dutch Men is the main client for the project. The Virtual Dutch Men was first launched as a 

subsidiary of Archivision and was founded in 2014 to house the VR projects the company started 

pursuing. This happened around the time Oculus Rift and other VR technologies started to pop up, the 

Virtual Dutch Men being one of the first companies to seek contact with the companies building the VR 

systems. In 2017 the two companies have merged to continue as The Virtual Dutch Men. 

1.2. Objectives 

1.2.1. Question of the client 

Build a prototype where the user can play music instruments with the Sense Glove virtual reality gloves 

optionally combined with the Enliven 3D motion capture system. There should be at least one 

instrument, but when possible rather multiple, captured as close as possible to how the real instrument 

would play. Optionally it would be nice if the environment would react (visually) to the music played.  

1.2.2. Products or services that are needed 

At its base the project is set up to research and test the capabilities of the gloves (and the Enliven 3D 

motion sensor system) and to see what can be done with it interaction wise. 

1.2.3. Parties concerned 

The main stakeholder is The Virtual Dutch Men, we can contact them for support with programming or 

the gloves/motion capturing system. Furthermore Sense Glove and Enliven 3D are also involved with 

their technology and support. Next to that Saxion together with the students are also stakeholders.  

1.2.4. Team and our plan 

I work on this project together with the students Luca Frösler and Mattia Lorenzetti. Luca will do 

programming and other tasks and Mattia will be handling nearly all of the visual aspects with all the 

modeling, texturing and the writing of shaders. I myself am chosen as leader so next to the programming 

I will do the managing, organizing and planning of the main project next to my own graduation. The idea 

is to work iteratively in two week long sprints during the project, starting with very crude versions of 

instruments. 
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1.2.5. What does the client want to do with the results? 

At the end of the project The Virtual Dutch Men wants a video of a demonstration showcasing actual 

musicians playing instruments in VR with the Sense Gloves (where we can optionally involve the Enliven 

3D motion tracking system). 

Because we are working with prototypes, much of this will be new and knowledge gained might be 

interesting to parties involved. 

1.2.6. Limiting condit ions & project boundaries 

We are working with prototypes and have been warned about how the systems might not be user 

friendly. At the beginning of the project we will be even working with older less advanced prototypes. 

Due to some hassles (not to be disclosed) the Enliven 3D motion tracking system has gotten less focus. 

The Virtual Dutch Men have set the following project criteria: 

¶ The prototype should contain at least one instrument (multiple if possible) captured as close as 

possible to the real deal. 

¶ Optional: Have the environment reacting to the music played. 

¶ Optional: Play together with others. 

Deliverables should be: 

¶ Detailed instrument concept(s) challenging the limits of the technology involved. 

¶ A prototype VR application where the user can play music using the Sense Glove (and Enliven 3D 

motion tracking system). 

¶ A visual interesting portfolio item for all parties involved (promo video). 

The deadline for the project was broadly defined: the end of the Immersive Media project, at the 

beginning of July when the presentation should be held. For my graduation this moment comes earlier. 

2. Preliminary problem definition 
Creating a VR application to play music instruments is a good use case for testing the capabilities of the 

gloves. When successful it will be a nice way of showing the possibilities of the gloves, displaying 

musicians playing instruments in VR comfortably will certainly help support it. 
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3. Theory framework 

3.1. VR Gloves 

Gloves that track finger movement and communicate the measurements with a computer have been 

ÁÒÏÕÎÄ ÓÉÎÃÅ ÔÈÅ ΧίήΦȭÓȢ 4ÈÅÓÅ ÇÌÏÖÅÓ ÁÒÅ ÃÁÌÌÅÄ ÄÁÔÁ ÇÌÏÖÅÓ (Holland-Moritz, n.d.). 

3.1.1. Data gloves 

Before VR systems like the Oculus Rift and HTC Vive started to break through these gloves only got 

much attention from the industrial sector. With exceptions like Nintendo releasing ÉÔÓ Ȭ0Ï×ÅÒ 'ÌÏÖÅȭ in 

1989 for the NES (Nintendo Entertainment System), recognizing 256 different hand positions, the first 

data glove concept for video games. NASA was the first the pursue VR with data gloves (Holland-Moritz, 

n.d.). 

!Î ÅØÁÍÐÌÅ ÏÆ ÔÏÄÁÙȭÓ ÉÎÄÕÓÔÒÉÁÌ ÕÓÅ ÏÆ ÄÁÔÁ gloves are is in car manufacture. During production it is used 

to check if workers are holding the right parts or are performing the tasks in line with the process. They 

are also used to simulate the assembly before ÉÔȭÓ being build (Holland-Moritz, n.d.). 

Data gloves are also used to teach adaptable robot arms by recording human movement, creating robots 

that support humans in their work (Holland-Moritz, n.d.). 
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3.1.2. The current state of VR gloves 
Table 1 
 
Competing gloves compared 

 CaptoGlove Dexmo 
exoskeleton 

Gloveone Hi5 gloves 

Applications AR (Augmented 
Reality), VR, 
regular gaming, 
robotics, 
healthcare and 
drone control 

AR, VR and MR 
(Mixed Reality) 
(with training, 
medical, 
educational and 
gaming) and 
motion capture 

VR VR 

Platform support Smartphones 
(Android & iOS), 
computers 
(Windows), smart 
46ȭÓ ÁÎÄ ÄÒÏÎÅÓȢ 

Computer, Oculus 
Rift, HTC Vive 
PSVR and 
HoloLens 

Computer 
(Windows) 
 

Computer 
(Windows) 
 

SDK / Plugins C++, C#, Unity and 
Unreal Engine 

LibDexmo C++, C# and Unity  Unity and Unreal 
Engine 

Input latency - 25ms ɀ 50ms - ± 5ms 

Third party arm 
tracking required 

Yes Yes Yes Yes 

Force feedback No Yes No No 

Haptic feedback No No Yes Yes 

Wireless BTLE 4.0 NRF BTLE 2.4 GHz RF 

Battery Yes 2000mAh LiPo 800mAh LiPo Replaceable AA 

Battery life 10 hours 6 hours 4 hours 3 hours 

Weight - 320g - 105g 

Washable Yes - - - 

Purchasable Yes Yes No Yes 

Price $ 870,- TBD / $ 12.000,- - $ 999,- 

Source(s) όά.ǳȅ /ŀǇǘƻDƭƻǾŜ 
online and get 
worldwide 
ǎƘƛǇǇƛƴƎΣέ ƴΦŘΦΤ 
ά/ŀǇǘƻƎƭƻǾŜΣέ ƴΦŘΦΤ 
άtƭǳƎ ϧ tƭŀȅΣ ŎǊƻǎǎ 
platform 
compatibility and 
more features - 
/ŀǇǘƻDƭƻǾŜΣέ ƴΦŘΦύ 

όά5ŜȄǘŀ wƻōƻǘƛŎǎΣέ 
ƴΦŘΦΤ άtǊŜƻǊŘŜǊ - 
5ŜȄǘŀ wƻōƻǘƛŎǎΣέ 
n.d.; My digital life, 
n.d.) 

όάDƭƻǾŜƻƴŜΥ CŜŜƭ 
±ƛǊǘǳŀƭ wŜŀƭƛǘȅΣέ 
n.d.) 

όάIƻƳŜ μ Iƛр ±w 
DƭƻǾŜΣέ ƴΦŘΦύ 
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Table 2 
 
Competing gloves compared continued 

 HaptX Manus 
VR gloves 

Senso Glove VRfree glove 
system 

Applications VR (training, 
simulation, 
location-based 
entertainment 
and design and 
manufacturing) 

VR (training 
simulations, 
arcades) and 
motion capture 

VR and AR VR 

Platform support Computer Computer 
(Windows), HTC 
Vive, Xsens, 
PhaseSpace, 
OptiTrack and 
Vicon 

Computer and 
Smartphone 
(Android) 

Computer 

SDK / Plugins HaptX SDK, Unity 
and Unreal 
Engine 

Unity, Unreal 
Engine and 
Motion Builder 

C++, Android, 
Unity and Unreal 
Engine 

Unity and Unreal 
Engine 

Input latency - 5ms 10ms <30ms 

Third party arm 
tracking required 

Yes Yes No No 

Force feedback Yes No No No 

Haptic feedback Yes Yes Yes No 

Wireless No 2.4 GHz  Yes Yes 

Battery No Varta power cells Yes 700mAh 

Battery life - 3-6 hours 10 hours Ȭ,ÏÎÇȭ 

Weight - 68.5g - - 

Washable - Yes (inlay) - - 

Purchasable No Yes Yes No 

Price - Ώ ΧίίΦȟ- $ 599,- - 

Source(s) όάIŀǇǘ· μ IŀǇǘƛŎ 
gloves for VR 
training, 
simulation, and 
ŘŜǎƛƎƴΣέ ƴΦŘΦΤ 
ά¢ŜŎƘƴƻƭƻƎȅ μ 
IŀǇǘ·Σέ ƴΦŘΦύ 

όάaŀƴǳǎ ±w μ 
Order the Manus 
VR Development 
YƛǘΣέ ƴΦŘΦΤ 
άtǊƻŘǳŎǘ 
information 
ŘŀǘŀǎƘŜŜǘΣέ нлмтύ 

όά{Ŝƴso | Senso 
Glove | Senso 
{ǳƛǘΣέ нлмтΤ 
ά{Ŝƴǎƻ ±w μ 
Interactive virtual 
and augmented 
ǊŜŀƭƛǘȅΣέ ƴΦŘΦύ 

όά±wŦǊŜŜ ƎƭƻǾŜ 
ǎȅǎǘŜƳΣέ нлмтΤ 
ά±wŦǊŜŜ ƎƭƻǾŜ 
system | 
LƴŘƛŜƎƻƎƻΣέ ƴΦŘΦύ 
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Figure 1. CaptoGlove ɉȰ#ÁÐÔÏÇÌÏÖÅȟȱ ÎȢÄȢɊ. 

CaptoGlove started out as a tool for the rehabilitation of stroke victims (Morgan, 2018). The gloves are 

touch screen compatible and with them you can use gestures to control for example drones that are 

controlled by a smartphone ɉȰ0ÌÕÇ Ǫ 0ÌÁÙȟ ÃÒÏÓÓ ÐÌÁÔÆÏÒÍ ÃÏÍÐÁÔÉÂÉÌÉÔÙ ÁÎÄ ÍÏÒÅ ÆÅÁÔÕÒÅÓ - #ÁÐÔÏ'ÌÏÖÅȟȱ 

n.d.) 

 

 

Figure 2. Dexmo exoskeleton ɉȰ$ÅØÔÁ 2ÏÂÏÔÉÃÓȟȱ ÎȢÄȢɊ. 

The Dexmo exoskeleton by Dextra Robotics uses NRF (2.4 Ghz radio frequencies) for wireless 

communication as Bluetooth and Wifi were deemed inefficient for data transfer (Morgan, 2018). The 

glove features 11 degrees of freedom and has an overall input latency between 25ms and 50ms due to 

the roundtrip the data makes because the glove is also receiving ɉȰ$ÅØÔÁ 2ÏÂÏÔÉÃÓȟȱ ÎȢÄȢɊ. The force 

feedback can deliver a maximum torque of 0.3N.m for each finger ɉȰ0ÒÅÏÒÄÅÒ - $ÅØÔÁ 2ÏÂÏÔÉÃÓȟȱ ÎȢÄȢɊ. 
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Figure 3. Gloveone ɉȰ'ÌÏÖÅÏÎÅȡ &ÅÅÌ 6ÉÒÔÕÁÌ 2ÅÁÌÉÔÙȟȱ ÎȢÄȢɊ. 

Gloveone is a Kickstarter project by NeuroDigital Technologies that can be used with Leap Motion and 

Intel RealSense for better tracking. The early version only had ÈÁÐÔÉÃ ÆÅÅÄÂÁÃË ÁÎÄ ÄÉÄÎȭÔ ÈÁÖÅ ÔÒÁÃËÉÎÇ. 

Each glove features a 9-axis IMU (Inertial Measurement Unit) sensor and features a sensor for each finger 

to track movement. For gestures the gloves have conductive area on the palm, thumb, index and middle 

finger for detection without false positives or negatives. For haptic feedback each glove has 10 actuators 

for located at the finger tips and in the palm area ɉȰ'ÌÏÖÅÏÎÅȡ &ÅÅÌ 6ÉÒÔÕÁÌ 2ÅÁÌÉÔÙȟȱ ÎȢÄȢɊ. 

 

 

Figure 4. Hi5 Glove ɉȰ(ÏÍÅ ȿ (ÉΫ 62 'ÌÏÖÅȟȱ ÎȢÄȢɊ. 

The Hi5 glove by Noitom tracks the hand with a 9 degrees of freedom IMU. The glove is designed for use 

with the HTC Vive tracker for arm tracking. For haptic feedback each glove has a vibration motor on the 

wrist. The fabric used is breathable and antibacterial ɉȰ(ÏÍÅ ȿ (ÉΫ 62 'ÌÏÖÅȟȱ ÎȢÄȢɊ. 
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Figure 5. HaptX glove ɉȰ(ÁÐÔ8 ȿ (ÁÐÔÉÃ ÇÌÏÖÅÓ ÆÏÒ 62 ÔÒÁÉÎÉÎÇȟ ÓÉÍÕÌÁÔÉÏÎȟ ÁÎÄ ÄÅÓÉÇÎȟȱ ÎȢÄȢɊ 

Designed for industrial use, the gloves being developed by HaptX can provide five pounds of resistive 

force per finger for force feedback. Custom magnetic tracking of the fingers and software simulation 

gives each finger 6 degrees of freedom and develops an accurate hand model without any coding. This 

way tracking is sub millimeter precise and can be done without occlusion. Patented microfluidic 

technology used in flexible silicone-base material contain actuators that are controlled with air providing 

continuous haptic feedback. A second layer of microchannels is used to add temperature feedback with 

hot and cold water. This way you can to feel shape, movement, texture and temperature of virtual 

objects. This technology can also be applied to other areas than gloves. The ultimate goal of HaptX is to 

use this technology to develop a full body suit including a large scale exoskeleton capable of applying 

forces to arms and legs ɉȰ4ÅÃÈÎÏÌÏÇÙ ȿ (ÁÐÔ8ȟȱ ÎȢÄȢɊ. The gloves have to be connected to a machine that 

regulates airflow to tiny actuators fitted in the glove for haptic feedback (Morgan, 2018). 

 

Figure 6. Manus VR gloves ɉȰ-ÁÎÕÓ 62 ȿ 4ÈÅ 0ÉÎÎÁÃÌÅ ÏÆ 6ÉÒÔÕÁÌ 2ÅÁÌÉÔÙ #ÏÎÔÒÏÌÌÅÒÓȢȟȱ Î.d.). 

Each Manus VR glove has an IMU for detecting hand orientation. Arm tracking the gloves has been 

tested with multiple third party tracking solutions. Each finger contains two sensors for tracking except 

for the thumb which has one extra to measure rotation. Each glove has a vibration motor located at the 

wrist area that can be felt at the back of the hand. ɉȰ0ÒÏÄÕÃÔ ÉÎÆÏÒÍÁÔÉÏÎ ÄÁÔÁÓÈÅÅÔȟȱ ΨΦΧέɊ. 
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Figure 7. Senso Glove ɉȰ3ÅÎÓÏ ȿ 3ÅÎÓÏ 'ÌÏÖÅ ȿ 3ÅÎÓÏ 3ÕÉÔȟȱ ΨΦΧέɊ. 

The Senso Glove is equipped each with 7 IMU sensors for hand and finger tracking and has a built-in 

3ÔÅÁÍ62 ÍÏÄÕÌÅ ÓÏ ÉÔ ÄÏÅÓÎȭÔ ÒÅÑÕÉÒÅ ÁÄÄÉÔÉÏÎÁÌ ÔÒÁÃËÅÒÓ ×ÈÅÎ Á (4# 6ÉÖÅ ÓÅÔ ÕÐ ÉÓ ÕÓÅÄȢ &ÏÒ Èaptic 

feedback each finger has a vibration motor at the tip ɉȰ3ÅÎÓÏ ȿ 3ÅÎÓÏ 'ÌÏÖÅ ȿ 3ÅÎÓÏ 3ÕÉÔȟȱ ΨΦΧέɊ. 

 

 

Figure 8. VRfree glove system ɉȰ62ÆÒÅÅ ÇÌÏÖÅ ÓÙÓÔÅÍȟȱ ΨΦΧέɊ. 

This pair of gloves by Synsoryx comes with a device that is attached to the HMD (Head Mounted Device) 

of the VR systems. The hand tracking is done with the device attached to the HMD and the gloves with 

less than 30ms latency localization, ÓÏ ÉÔ ÄÏÅÓÎȭÔ ÒÅÑÕÉÒÅ any third party tracking ɉȰ62ÆÒÅÅ ÇÌÏÖÅ ÓÙÓÔÅÍȟȱ 

2017). Communication goes from the gloves to the HMD mount to the system it is connected to. The 

finger tracking is done with IMUs placed on the finger segments for ɉȰ&ÉÎÇÅÒ ÔÒÁÃËÉÎÇȟȱ ΨΦΧέɊ. 

 

  



10 
 

3.1.3. Sense Glove 

 

Figure 9. Sense Glove DK1 ɉȰ$ÅÖÅÌÏÐ ȿ 3ÅÎÓÅ 'ÌÏÖÅȟȱ ÎȢÄȢɊ. 

Originally the Sense Glove was intended to help with hand rehabilitation. With the ÇÌÏÖÅÓ ÉÔȭÓ ÐÏÓÓÉÂÌÅ ÔÏ 

record all the hand motions the users makes during rehabilitation sessions so progress can be measured 

while simulating daily tasks in a VRE (Virtual Reality Environment) ɉȰ0ÒÏÊÅÃÔÓ ȿ 3ÅÎÓÅ 'ÌÏÖÅȟȱ ÎȢÄȢȠ Ȱ3ÅÎÓÅ 

'ÌÏÖÅȟȱ ÎȢÄȢɊ. 

The gloves are designed for VR and AR. Next to that the gloves can also be used as input device for tele-

robotics, remote operating humanoid grippers. They can also be used for interaction with CAD 

(Computer Aided Design) software so users can interact with the virtual models before the physical 

version is created ɉȰ3ÅÎÓÅ 'ÌÏÖÅȟȱ ÎȢÄȢɊ. 

The intended features for the gloves that are going to be sold are: 

¶ 20 degrees of freedom finger tracking 

¶ 10ms input latency 

¶ IMU based tracking for each joint 

¶ Haptic feedback 

¶ Force feedback 

¶ Physics based SDK 

ɉȰ3ÅÎÓÅ 'ÌÏÖÅȟȱ ÎȢÄȢɊ 

To use the gloves wirelessly an optional adaptor package will also become available. This package will 

use Bluetooth for communication and the battery included has a battery life of 3 hours. Third party 

tracking solutions can be mounted to these packages. A set of ÇÌÏÖÅÓ ×ÉÌÌ ÃÏÓÔ Ώ ίίίȟ- and the wireless 

packages Ώ Ψίίȟ- ɉȰ0ÒÅ-ÏÒÄÅÒ ȿ 3ÅÎÓÅ 'ÌÏÖÅȟȱ ÎȢÄȢɊ. 

The force feedback only works in the grasping direction, being only able to brake the fingers with a 

maximum force up to 7N per fingertip. For the haptic feedback function the glove is equipped with haptic 
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motors for each finger for contextual cues. The gloves that are going to be sold should weigh 300 grams 

each without the wireless package ɉȰ$ÅÖÅÌÏÐ ȿ 3ÅÎÓÅ 'ÌÏÖÅȟȱ ÎȢÄȢɊ.  

 

Figure 10. Sense Glove prototypes 

The prototypes used in this project do not have sideways finger tracking, no haptic- and force- feedback 

ÆÕÎÃÔÉÏÎÓ ÁÎÄ ÃÁÎȭÔ ÂÅ ÍÁÄÅ ÔÏ ×ÏÒË ×ÉÒÅÌÅÓÓly.  
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3.1.4. Gloves compared 

The companies behind the VR gloves set out with different objectives as some only featuring tracking 

like the CaptoGlove and VRfree glove as can be read from tables 1 and 2, or weird enough were 

developed other features first like the Gloveone having haptics before actual finger tracking όάDƭƻǾŜƻƴŜΥ 

CŜŜƭ ±ƛǊǘǳŀƭ wŜŀƭƛǘȅΣέ ƴΦŘΦύ.  

Surprisingly only the VRfree glove system comes with its own arm tracking όά±wŦǊŜŜ ƎƭƻǾŜ ǎȅǎǘŜƳΣέ нлмтύ 

and only the Senso Glove comes with build in tracking modules for the HTC Vive όά{Ŝƴǎƻ μ {Ŝƴǎƻ DƭƻǾŜ μ 

{Ŝƴǎƻ {ǳƛǘΣέ нлмтύ. 

The gloves feature varying degrees of freedom for the finger tracking where VRfree is marketed with a 

full degree of freedom for finger tracking ɉȰ62ÆÒÅÅ ÇÌÏÖÅ ÓÙÓÔÅÍ ȿ )ÎÄÉÅÇÏÇÏȟȱ ÎȢÄȢɊ others like 

#ÁÐÔÏ'ÌÏÖÅ ÄÏÎȭÔ ÍÅÎÔÉÏÎ ÔÈÉÓ ÖÁÌÕÅ ɉȰ0ÌÕÇ Ǫ 0ÌÁÙȟ ÃÒÏÓÓ ÐÌÁÔÆÏÒÍ ÃÏÍÐÁÔÉÂÉÌÉÔÙ ÁÎÄ ÍÏÒÅ ÆÅÁÔÕÒÅÓ - 

#ÁÐÔÏ'ÌÏÖÅȟȱ ÎȢÄȢɊ so quality is not expected to be the same. My estimation is that the Sense Glove is in 

the middle to high segment with the mentioned 20 degree of freedom finger tracking ɉȰ3ÅÎÓÅ 'ÌÏÖÅȟȱ 

n.d.). 

There are different ideas about haptic feedback as the Hi5 όάIƻƳŜ μ Iƛр ±w DƭƻǾŜΣέ ƴΦŘΦύ and the Manus 

gloves only have vibration motors at the wrist location όάtǊƻŘǳŎǘ ƛƴŦƻǊƳŀǘƛƻƴ ŘŀǘŀǎƘŜŜǘΣέ нлмтύ and the 

gloves like the Gloveone όάDƭƻǾŜƻƴŜΥ CŜŜƭ ±ƛǊǘǳŀƭ wŜŀƭƛǘȅΣέ ƴΦŘΦύ and the Senso Glove have vibration 

motors for each finger όά{Ŝƴǎƻ μ {Ŝƴǎƻ DƭƻǾŜ μ {Ŝƴǎƻ {ǳƛǘΣέ нлмтύ as will the Sense Glove DK1 ɉȰ$ÅÖÅÌÏÐ ȿ 

3ÅÎÓÅ 'ÌÏÖÅȟȱ ÎȢÄȢɊ. 

)ÔȭÓ ÉÍÐÏÒÔÁÎÔ ÔÏ ËÅÅÐ ÉÎÐÕÔ ÌÁÔÅÎÃÙ ÌÏ× ÁÓ ÃÁÎ ÂÅ ÒÅÁÄ ÆÒÏÍ ÔÈÅ ÔÁÂÌÅÓ Χ Ǫ Ψ ÅÖÅÒÙÏÎÅ ÔÒÉÅÓ ÔÏ ÄÏ ÔÈÉÓ ×ÉÔÈ 

ÔÈÅÉÒ ÇÌÏÖÅÓ ÂÕÔ ÓÏÍÅ ÓÙÓÔÅÍÓ ÎÏÔ ÏÎÌÙ ÓÅÎÄ ÄÁÔÁ ÂÕÔ ÁÌÓÏ ÒÅÃÅÉÖÅ ÄÁÔÁ ÓÏ ÄÉÒÅÃÔ ÃÏÍÐÁÒÉÓÏÎÓ ÃÁÎȭÔ ÂÅ 

made όά5ŜȄǘŀ wƻōƻǘƛŎǎΣέ ƴΦŘΦΤ ά±wŦǊŜŜ ƎƭƻǾŜ ǎȅǎǘŜƳΣέ нлмтύ.  

As can be read from the tables 1 and 2 wireless functionality is very important since all VR gloves being 

sold have the function but sadly for the Sense Glove DK1 wireless packages are sold optionally όάtǊŜ-

ƻǊŘŜǊ μ {ŜƴǎŜ DƭƻǾŜΣέ ƴΦŘΦύ. 

Sense Glove is ambitious featuring force feedback ɉȰ3ÅÎÓÅ 'ÌÏÖÅȟȱ ÎȢÄȢɊ as only the Dexmo exoskeleton 

is a commercial glove that also features it ɉȰ$ÅØÔÁ 2ÏÂÏÔÉÃÓȟȱ ÎȢÄȢɊ that has been priced at $ 12.000 (My 

digital life, 2017, p. 0) way higher than the price of a set of Sense Gloves with optional wireless packages 

×ÉÔÈ Á ÃÏÍÂÉÎÅÄ ÐÒÉÃÅ ÏÆ Ώ ΧȢΨίήȟ- ɉȰ0ÒÅ-ÏÒÄÅÒ ȿ 3ÅÎÓÅ 'ÌÏÖÅȟȱ ÎȢÄȢɊ. 

  



13 
 

3.2. Virtual reality music instruments 

4ÈÅÒÅȭÓ Á ÌÏÔ ÏÆ ÉÎÆÏÒÍÁÔÉÏÎ ÔÏ ÂÅ ÆÏÕÎÄ ÁÂÏÕÔ virtual music instruments synthesizing sound with 

software, less about VRMI (Virtual Reality Music Instruments) which also delivers a visual component 

being displayed by something like an HMD. Due to low cost solutions like the Oculus Rift and the HTC 

6ÉÖÅ ÂÅÃÏÍÉÎÇ ÁÖÁÉÌÁÂÌÅ 62-)ȭÓ ÈÁÖÅ ÂÅÃÏÍÅ ÍÏÒÅ ÉÎÔÅÒÅÓÔÉÎÇ (Serafin, Erkut, Kojs, Nilsson, & Nordahl, 

2016). 

3.2.1. VRMI Design principles 

)Î ÔÈÅ ÁÒÔÉÃÌÅ ÔÉÔÌÅÄ Ȭ6ÉÒÔÕÁÌ 2ÅÁÌÉÔÙ -ÕÓÉÃÁÌ )ÎÓÔÒÕÍÅÎÔÓȡ 3ÔÁÔÅ ÏÆ ÔÈÅ !ÒÔȟ $ÅÓÉÇÎ 0ÒÉÎÃÉÐÌÅÓȟ ÁÎÄ &ÕÔÕÒÅ 

$ÉÒÅÃÔÉÏÎÓȭ ÂÙ 3ÅÒÁÆÉÎȟ %ÒËÕÔȟ +ÏÊÓ, Nilsson and Nordahl (2016) nine design principles are outlined for 

ÄÅÓÉÇÎÉÎÇ 62-)ȭÓȢ  

Design for feedback 

Design instruments for sound, visual, touch and a sense of position (proprioception) to work together 

and recognize the ratio between these subjectsȢ )ÔȭÓ ÉÍÐÏÒÔÁÎÔ ÔÏ ÄÅÖÅÌÏÐ ÔÈÅÓÅ senses in tandem. For 

sound it is important to utilize 3D sound for the origins of the sounds to match up to the visual objects 

locations. Development of musical skills rely heavily on haptic and tactile feedback and is highly relevant 

to musical performance (Serafin et al., 2016). 

Reduce latency 

Lag between the sensory perceptions (audio, visual and touch) should be minimal because this can 

influence the perceptual bÉÎÄÉÎÇ ÔÈÁÔ ÏÃÃÕÒÓ ×ÈÉÌÅ ÒÅÓÐÏÎÄÉÎÇ ÔÏ ÁÎ ÅÖÅÎÔȢ )Ô ÉÓ ÃÒÉÔÉÃÁÌ ÔÈÁÔ 62-)ȭÓ 

respond timely and synchronized to user actions. Reducing latency also helps decreasing the chance of 

cyber sickness (Serafin et al., 2016). In acadeÍÉÁ ÔÈÉÓ ÉÓ ÏÆÔÅÎ ÃÁÌÌÅÄ ȬÓÉÍÕÌÁÔÏÒ ÓÉÃËÎÅÓÓȭ ÁÎÄ ÉÓ ÑÕÉÔÅ 

common among people using a HMD (Lewis-Evans, 2014). 

Reduce the chance of cyber sickness 

Cyber sickness can occur when there is a conflict in the information from the visual and vestibular senses. 

This can occur when a player would be moving in game but in reality standing still (Lewis-Evans, 2014; 

Serafin et al., 2016). People experienced with a certain activity in real life might be more susceptible to 

cyber sickness then novices when performing the activity due to being more sensitive to the expected 

movement not lining up (Lewis-Evans, 2014). 

Other factors might be display flicker, low framerate, uncontrolled movement, bad ergonomics and 

uncalibrated VR hardware. Unrealistic movement like a tie camera instead of a turret like camera for a 

human character or uncontrolled movement are also factors (Lewis-Evans, 2014; Serafin et al., 2016).  

The effects of cyber sickness can be eye strain, headaches, having problems standing up, sweating, 

disorientation, vertigo, loss of color to the skin, nausea and vomiting. This can occur during usage but 

also afterwards and can persist for hours. It can sometimes even come back later (Lewis-Evans, 2014).  

Movement and rotations should be mapped one-to-one between the VR and the real world. While a 

player should be moving in VR but is stationary in the real world acceleration and deceleration should be 

kept to a minimum (Lewis-Evans, 2014; Serafin et al., 2016). Rapid tilting, rolling and sinewave like 

movement (in particular between 0.05 and 0.8 Hz) should be avoided. The height of camera is important, 

the closer it is to the ground results in a higher sense of speed. By limiting the field of view you can reduce 

the sense of speed thus reducing the chance of cyber sickness (Lewis-Evans, 2014). 
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Make use of existing skills 

Replicated interfaces of traditional instruments can be made more interesting by extending them with 

additional controls. Familiarity with the original instruments helps playing the virtual counterpart but this 

experience might also mean that the users dislike the virtual instrÕÍÅÎÔ ÉÆ ÉÔ ÄÏÅÓÎȭÔ ÂÅÈÁÖÅ ÔÈÅ ÓÁÍÅ 

way. Adding controls with real world metaphors can offer interesting outcomes (Serafin et al., 2016). 

Consider natural and magical interaction 

Not designing instruments by real world constraints (laws of physics, human anatomy) qualifies an 

instruments as magical. Both interaction types (natural and magical) can be used at the same time 

extending controls by for example scaling instruments or the player so instruments normally out of their 

reach can be played without much movement (Serafin et al., 2016). 

Display ergonomics 

7ÉÔÈ ÄÅÓÉÇÎÉÎÇ 62-)ȭÓ ÙÏÕ ÓÈÏÕÌÄ ÔÁËÅ ÎÏÔÅ ÏÆ ÔÈÅ ÓÔÒÁÉÎ ÁÎÄ ÄÉÓÃÏÍÆÏÒÔ ÔÈÁÔ ÔÈÅ ÓÅÔÕÐ used imposes on 

the user improving ergonomics. For instance the HMD in the case of the HTC Vive and the Oculus Rift 

normally are still tethered by wire to the computer. The weight of the HMD is also notable (Serafin et al., 

2016). 

Sense of presence 

4ÈÅ ÓÅÎÓÁÔÉÏÎ ÏÆ ÐÒÅÓÅÎÃÅ ÏÒ Ȭplace illusionȭ ÉÓ ÔÈÅ ÅØÐÅÒÉÅÎÃÅ ÏÆ Ȭbeing thereȭ. The illusion for the biggest 

part is up to the VR systems used, this can be characterized by the range of normal sensorimotor 

contingences supported by the systemȢ )ÔȭÓ ÁÄÖÉÓÁÂÌÅ ÔÏ ÄÅÓÉÇÎ 62-)s with the limitations of the system 

in mind, not relying on the areas where the VR system is limited. Next to this body ownership is also a 

tool for the illusion (Serafin et al., 2016). 

RÅÐÒÅÓÅÎÔ ÔÈÅ ÐÌÁÙÅÒȭÓ ÂÏÄÙ 

Virtual body ownership is what is created when the virtual body is tracked and mapped correctly with the 

ÐÌÁÙÅÒȭÓ ÒÅÁÌ world body. This can not only help with the immersion but also help training gestures for the 

player. Studies exploring the effects of realistic looking hands show that using abstract and iconic hands 

in VR gives a greater sense of agency then realistic versions. This might be due to users expecting more 

natural interaction with realistic looking hands (Serafin et al., 2016). 

Social experience 

HMDs normally keep you from seeing the real world, blocking your vision of the people in the room 

having only one person immersed in the virtual world. To negate this multiplayer can be introduced using 

a similar setup or when performing on stage the audience can be shown the virtual world with the 

performer. When players are asked to play in front of a virtual (surrogate) audience they tend to respond 

in similar way to when they would play for a real audience (Serafin et al., 2016). 
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3.2.2. VRMI Evaluation framework 

With these design principles a three layer evaluation framework can be created, also described in the 

article: 

Modalities of interaction 

1. Alignment between input and output modality/range for sound, visual, touch and a sense of 

position (these should be considered simultaneously). 

2. Perceptual integration and mapping (based on perceptual, sensorimotor and cognitive abilities) 

3. Latency for sensory perceptions (perceptual binding  of audio, visual and touch senses) 

4. Social or player performance factors 

5. Ergonomics (fatigue, design for the limits of the VR solution)  

(Serafin et al., 2016) 

VR specific 

1. Revisit latency for VR specifically (perceptual and motor tolerance) concerning cyber sickness 

2. Concept of presence ɉ ȬplaÃÅ ÉÌÌÕÓÉÏÎȭ ÁÎÄ plausibility (is the scenario actually occurring?)) 

or engagement (keep the player interested)ȟ ×ÈÉÃÈ ÍÉÇÈÔ ÂÅ ÂÅÔÔÅÒ ÓÕÉÔÅÄ ÆÏÒ 62-)ȭÓ 

3. Concept of agency (virtual body ownership and the  ability to make meaningful actions) 

(Serafin et al., 2016) 

Quality of goals and interaction ( Ȭmeaning-mÁËÉÎÇȭ) 

1. Magical/natural mechanisms involved 

2. Leveraging of expert techniques (musical expression) 

3. Avoid breaks in presence (assess user experience without interrupting, take questionnaires after 

testing) 

(Serafin et al., 2016) 
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3.2.3. Existing VRMI applications 

 

Figure 11. The Music Room ɉȰ4ÈÅ -ÕÓÉÃ 2ÏÏÍȡ 5ÎÉÑÕÅ )ÎÓÔÒÕÍÅÎÔÓȟ )ÎÓÐÉÒÉÎÇ 3ÐÁÃÅÓ ÉÎ 62ȟȱ ÎȢÄȢɊ. 

With The Music Room created by Chroma Coda you can select from multiple drum kits, a laser harp, and 

the chord harp designed for The Music Room. For interaction you use regular VR controller like those of 

the HTC Vive. To simulate a kick drum the application comes bundled with a plugin so you can use 

regular headphone or microphone connected to the mic or line in on the computer as one. When tapping 

on the body of the headphone with your foot it triggers like a kick drum would. With the instruments you 

can control pitch, volume, timbre, velocity and more per note. The drum kits support positional sensing 

on the snares, 3 zones each cymbal and variable hi-hat control. Some features like rim shots or chocking 

cymbals requires you to hold a button when hitting for example a cymbal. For the environment you can 

pick from a studio, a practice room or a on stage area.  The Music Room can be used as a MIDI or MPE 

controller for the use with DAWs (Digital Audio Workstations), it comes bundled with the Bitwig 8-Track 

DAW ɉȰ4ÈÅ -ÕÓÉÃ 2ÏÏÍȡ 5ÎÉÑÕÅ )ÎÓÔÒÕÍÅÎÔÓȟ )ÎÓÐÉÒÉÎÇ 3ÐÁÃÅÓ ÉÎ 62ȟȱ ÎȢÄȢɊ.  

You can use the following URL to see a demonstration video: https://youtu.be/9gB5VJyArpQ. 

This application seems to be set up as to be an extension for DAWs. This way there are no problems with 

samples or recording you performance. Very early on when we were brainstorming we also had this idea 

but we were lacking the expertise to build it. 4ÈÅÒÅ ÄÏÅÓÎȭÔ ÓÅÅÍ ÔÏ ÂÅ any lag when playing and controls 

seem intuitivÅ ÁÌÔÈÏÕÇÈ ) ÉÍÁÇÉÎÅ ÓÅÅÉÎÇ ÔÈÅ 62 ÃÏÎÔÒÏÌÌÅÒÓ ÄÏÎȭÔ ÈÅÌÐ ÔÈÅ ÓÅÎÓÅ ÏÆ ÁÇÅÎÃÙȢ 4ÈÅ ÉÎÐÕÔ 

isÎȭÔ ÏÎÌÙ ÄÏÎÅ ÂÙ ÈÏ× ÙÏÕ ÈÉÔ ÓÏÍÅÔÈÉÎÇ ÂÕÔ ÁÌÓÏ ÂÙ ÈÏÌÄÉÎÇ ÂÕÔÔÏÎÓ ×ÈÉÃÈ ÃÁÎȭÔ ÂÅ ÄÏÎÅ ÒÅÁÌÌÙ ×ÈÅÎ 

you use all the fingers to interact with the instrument. From the videos the environments at times look 

like 360 degree ÐÈÏÔÏȭÓ slapped to the inside of a sphere (or very simple geometry) ×ÈÉÃÈ ÄÏÅÓÎȭÔ ÈÅÌÐ 

the immersion. 

https://youtu.be/9gB5VJyArpQ
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Figure 12. MuX ɉȰ-Õ8 ÏÐ 3ÔÅÁÍȟȱ ÎȢÄȢɊ. 

MuX by Decochon is available since December 2017 as early access title in the Steam store for a year. The 

developers take this time to see how the application is used and to take user feedback into account in the 

development process for the final version. User interaction is done with regular VR controllers ɉȰ-Õ8 ÏÐ 

3ÔÅÁÍȟȱ ÎȢÄȢɊ. MuX is a sandbox where you can create your own modular synthesizer by connecting 

components, under the hood MuX is more like an audiovisual programming language. You are able to 

pick from more than 100 different components, divided up into generators, modifiers and event 

components. Signals created by generator components like oscillators, noise and metronomes can be 

used to create sound or to control other components. Modifier components like filters or arithmetic 

components can be used to change signals with operations like add, multiply and divide. With event 

components you can wire together multiple components and perform dispatch, compare and gate 

operations ɉȰ-Õ8 - "ÕÉÌÄ 3ÏÕÎÄȟȱ ÎȢÄȢɊ. You can for example also build things like Rube Goldberg devices 

to use gravity and marbles to trigger sounds ɉȰ-Õ8 ÏÐ 3ÔÅÁÍȟȱ ÎȢÄȢɊ. 

For a video showing some of the components you can use this URL: https://youtu.be/2CmDfq97hqs. 

This application is more about creating your own instruments than playing them but there are a lot of 

possibilities that most certainly ×ÉÌÌ ËÅÅÐ ÙÏÕ ÅÎÇÁÇÅÄȢ )ÔȭÓ ÖÅÒÙ Õnlike anything we came up with during 

early brainstorming although at some point we had the idea to use building blocks for looping music like 

beats. )ÔȭÓ very ÔÅÃÈÎÉÃÁÌ ÁÎÄ ÄÏÅÓÎȭÔ ÒÅÁÌÌÙ ÒÅÌÙ ÏÎ ÕÓÅÒ ÉÎÐÕÔ ÆÏÒ ÔÒÉÇÇÅÒÉÎÇ the sound in a certain way (like 

velocity for example). The visual style creates an environment you ÃÁÎȭÔ ÖÉÓÉÔ ÉÎ ÒÅÁÌ ÌÉÆÅ which might help 

with immersion. From what I have seen from videos the application at times has some video lag which I 

imagine only increases with the amount of components. 

https://youtu.be/2CmDfq97hqs
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Figure 13. EXA: The Infinite Instrument ɉȰ%8!ȡ 4ÈÅ )ÎÆÉÎÉÔÅ )ÎÓÔÒÕÍÅÎÔȟȱ ÎȢÄȢɊ. 

EXA is a work in progress VR application that is available with early access in the Steam store since March 

2017. New features are still being implemented and it is being perfected with feedback by the users. For 

user input only regular VR controllers are used. To trigger sound musical flat shapes or lines are used 

called ringers. Ellipse, square and triangular ringers behave like drums, line ringers behave like strings. 

Both types can be drawn with drawing tool. Tools like for example drawing, selecting, striking and 

muting can attached to the controllers in the VRE to the top end and some can be attached to the 

bottom end of the controller. The ringers glow and resonate visibly when being hit. The audio samples 

come from Soundfont packages. EXA comes with multiple piano, drum, guitar, string and synth 

packages while other packages can also be loaded and used. Furthermore you are able to record your 

performance and make multiple loops who all respond to changing the project tempo and can be played 

and stopped individually ɉȰ%8!ȡ 4ÈÅ )ÎÆÉÎÉÔÅ )ÎÓÔÒÕÍÅÎÔȟȱ ÎȢÄȢɊ. 

For a demonstration video you can use the following URL: https://youtu.be/WB22jF9cRko. 

EXA has a simple visual style which is very responsive to the music ÐÅÒÆÏÒÍÁÎÃÅȟ ) ÈÁÖÅÎȭÔ ÎÏÔÉÃÅÄ ÁÎÙ 

audiovisual latency. You can create your own instrument but the focus is still on the performance. Input 

can be very precise with just regular VR controllers. The recording of the performance and using loops is 

something we wanted to build into the project but ×Å ×ÏÎȭÔ ÈÁÖÅ ÅÎÏÕÇÈ ÔÉÍÅ ÔÏ ÄÏ ÓÏ. Being able to 

load sample packages opens the door to a lot of genres. We are adding sample presets to the instrument 

but without external sample package loading. 

 

 

  

https://youtu.be/WB22jF9cRko
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3.3. Three-dimensional audio in Unity with headphones 

In the previous theory chapter about VRMI it got mentioned that 3D audio is an important component to 

the immersion and I think it also opens the door to creative options. 

When searching for information on 3D audio in conjunction with VR and Unity you quickly end up with 

information about audio spatializers. When using a VR system like the HTC Vive or Oculus Rift you will 

probably also make use of headphones. Spatial audio is also known as 3D stereo sound and can also be 

used when listening to music or watching a movie ɉȰ3ÐÁÔÉÁÌ !ÕÄÉÏ - -ÉÃÒÏÓÏÆÔ 2ÅÓÅÁÒÃÈȟȱ ÎȢÄȢɊ. 

To simulate how human ears would perceive sound in the virtual environment audio spatializers take 

HRTFs (Head Related Transfer Functions) into account ɉȰ5ÎÉÔÙ - -ÁÎÕÁÌȡ 62 !ÕÄÉÏ 3ÐÁÔÉÁÌÉÚÅÒÓȟȱ ÎȢÄȢɊ. 

HRTF is a set of measurements describing the directivity pattern of human ears. These measurements 

depend on the direction, elevation, distance and the frequency of the sound and is used to calculate how 

a sound reaches the left and right ear separately. ɉȰ3ÐÁÔÉÁl Audio - -ÉÃÒÏÓÏÆÔ 2ÅÓÅÁÒÃÈȟȱ ÎȢÄȢɊ. 

HRTFs were first used when binaural recordings were made of live concerts in 1950. These were recorded 

by using a mannequin head with two microphones placed at the ears. When listening to these recordings 

with headphones it creates to effect of being acoustically there ɉȰ3ÐÁÔÉÁÌ !ÕÄÉÏ - -ÉÃÒÏÓÏÆÔ 2ÅÓÅÁÒÃÈȟȱ 

n.d.). 

Unity has native support for audio spatializers and comes with two out of the box which can be selected 

in the audio manager of the Unity project. The ȬOculus Spatializerȭ which supports the Android, OSX and 

PC platforms and the ȬMicrosoft HRTF Spatializerȭ which runs on UWP (Univeral Windows Platform) and 

Windows 10Ȣ !ÆÔÅÒ ÓÅÌÅÃÔÉÎÇ ÁÎ ÁÕÄÉÏ ÓÐÁÔÉÁÌÉÚÅÒ ÙÏÕ ÏÎÌÙ ÎÅÅÄ ÔÏ ÃÈÅÃË ÔÈÅ ȬÓÐÁÔÉÁÌÉÚÅȭ ÃÈÅÃËÂÏØ ÏÎ ÔÈÅ 

audio sources you want spatialized ɉȰ5ÎÉÔÙ - -ÁÎÕÁÌȡ 62 !ÕÄÉÏ 3ÐÁÔÉÁÌÉÚÅÒÓȟȱ ÎȢÄȢɊ 

4ÈÅÒÅȭÓ ÁÌÓÏ ÓÕÐÐÏÒÔ ÆÏÒ ÔÈÉÒÄ ÐÁÒÔÙ ÓÐÁÔÉÁÌÉÚÅÒÓ ÌÉËÅ 3ÔÅÁÍ !ÕÄÉÏ by Valve and GoogleȭÓ Resonance Audio 

ɉȰ'ÅÔÔÉÎÇ ÓÔÁÒÔÅÄ ×ÉÔÈ 2ÅÓÏÎÁÎÃÅ !ÕÄÉÏ ÆÏÒ 5ÎÉÔÙ ȿ 2ÅÓÏÎÁÎÃÅ !ÕÄÉÏ ȿ 'ÏÏÇÌÅ $ÅÖÅÌÏÐÅÒÓȟȱ ÎȢÄȢȠ Ȱ3ÔÅÁÍ 

!ÕÄÉÏȟȱ ÎȢÄȢɊ. Both plugins support Unity on Windows, Mac OS X, Android and Linux, with the exception 

of Google Resonance also supporting iOS (Gould, 2018). 

-ÉÃÒÏÓÏÆÔȭÓ (24& 3ÐÁÔÉÁÌÉÚÅÒ ×ÈÉÌÅ ÂÅÉÎÇ ÄÅÓÉÇÎÅÄ ÆÏÒ ÍÉØÅÄ ÒÅÁÌÉÔÙ is being rather featureless, basically 

only having the setting to set the room size to small, medium or large for audio sources in Unity (Turner, 

Park, Zeller, Cowley, & Bray, 2018). Because of this I continue this chapter only with the other three 

plugins. 

The plugins vary a little bit ×ÈÅÎ ÉÔ ÃÏÍÅÓ ÔÏ Ȭacoustic shadowingȭ with what lower frequencies get 

filtered out. The simulated ear closest to the audio source will receive the full frequency range of the 

sound while the other ear will have  a slight delay and high frequencies will be filtered because of the 

head that is supposed to be in between the audio source and the ear (Gould, 2018). 

Periphony, or vertical sound, is not the easiest thing to achieve. The plugins differ slightly for example in 

how dark an audio source sounds when it is below the user, sometimes this might sound a bit towards 

being muffled. Also what is left intact of the lower frequencies of the sound might differ slightly. For 

sound sources above the user the tone color differs slightly between the plugins. It helps a lot for the 

sound source to have a visual representation and/or changes in the position of the audio source to be 

extreme for being more obvious (Gould, 2018). 
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For more specialized features the three plugins offer extended functionality with their own Unity 

components that extend standard Unity components (Gould, 2018). These features are not easily 

compared as directly as the ones previously mentioned. 

The Oculus Spatializer provides its own attenuation curve which can be used ÉÎÓÔÅÁÄ ÏÆ 5ÎÉÔÙȭÓ ÓÔÁÎÄÁÒÄ 

logarithmic curve to determine at what volume a sound should be heard at what distance, also providing 

minimum and maximum distance customization option for the audio source. Next to that another 

feature is provided that lets you set a volumetric radius. In this radius the sound should give a positional 

feel of Omni-presence not just being loud aloneȢ 4ÈÅÒÅȭÓ ÁÌÓÏ Á ÂÕÉÌÄ ÉÎ ȬÎÅÁÒ-ÆÉÅÌÄ ÅÆÆÅÃÔȭ ÆÅÁÔÕÒÅ ÔÈÁÔ 

automatically switches special rendering on and off if a sound is within arms-length away. There is a gain 

control provided with this feature because some sounds can become too loud this way (Gould, 2018). 

Steam Audio provides a physics based attenuation model that is designed to have a realistic decrease of 

ÖÏÌÕÍÅ ÏÖÅÒ ÄÉÓÔÁÎÃÅȢ .ÅØÔ ÔÏ ÔÈÁÔ ÔÈÅÒÅ ÉÓ ÔÈÅ ÆÅÁÔÕÒÅ ÃÁÌÌÅÄ ȬÁÉÒ ÁÂÓÏrÐÔÉÏÎȭ ×ÈÉÃÈ ×ÈÅÎ ÅÎÁÂÌÅÄ 

decreases the volume of higher frequencies earlier then the lower frequencies making sound at a 

distance less bright. Steam Audio also features sound occlusion, with this feature you can tag geometry 

with different materials like wood and stone. Sound would bleed more trough wood than it would trough 

stone. The default mode uses a single Raycast. This is like drawing a line from the audio source to the 

audio listener to see what material it comes into contact with. The second option has a higher CPU usage 

is calleÄ ȬÐÁÒÔÉÁÌȭ ÁÎÄ ÕÓÅÓ ÍÕÌÔÉÐÌÅ ÌÉÎÅÓ ÉÎÓÔÅÁÄ ÏÆ ÏÎÅȟ ÔÈÅ ÓÉÚÅ ÏÆ ÔÈÅ ÃÏÌÕÍÎ ÏÆ ÌÉÎÅÓ ÃÁÎ ÂÅ ÁÄÊÕÓÔÅÄ 

×ÉÔÈ ÔÈÅ ȬÓÏÕÒÃÅ ÒÁÄÉÕÓȭ ÓÅÔÔÉÎÇ. This way the occlusion can be done gradually evaluating with the lines 

which get obstructed and which ×ÈÏ ÁÒÅÎȭÔ obstructed. Changes happening to the occlusion geometry 

model on the fly (like opening and closing a door) ÉÓÎȭÔ ÔÁËÅÎ ÉÎÔÏ ÁÃÃÏÕÎÔȟ therefore the system is static 

(Gould, 2018). 

2ÅÓÏÎÁÎÃÅ !ÕÄÉÏ ÄÏÅÓÎȭÔ Ãome with custom attenuation ÁÎÄ ÕÓÅÓ 5ÎÉÔÙȭÓ ÁÔÔÅÎÕÁÔÉÏÎ ÂÙ ÄÅÆÁÕÌt but has 

Á ÆÅÁÔÕÒÅ ÃÁÌÌÅÄ ȬÄÉÒÅÃÔÉÖÉÔÙȭȢ 7ÉÔÈ ÔÈÉÓ ÆÅÁÔÕÒÅ ÙÏÕ ÃÁÎ ÃÏÎÔÒÏÌ ÔÈÅ ÓÈÁÐÅ ÏÆ ÔÈÅ ÁÕÄÉÏ source, with this you 

can make it narrower than the standard spherical shape. This will effect what is heard when the audio 

source is behind the user or when the user is at the back of the audio source, muffling the sound, 

extending the HRTF feature. The occlusion method build into Resonance Audio uses a single Raycast and 

ÄÏÅÓÎȭÔ ÍÁËÅ ÕÓÅ ÏÆ Á ÍÁÔÅÒÉÁÌ ÓÙÓÔÅÍ ÂÕÔ ÉÎÓÔÅÁÄ ÈÁÓ ÁÎ ÉÎÔÅÎÓÉÔÙ ÏÐÔÉÏÎ ÙÏÕ ÃÁÎ ÃÕÓÔÏÍize on the 

audio source to set the maximum occlusion level. Unlike the occlusion system used in Steam Audio this 

occlusion system does handle live changes. Like the Oculus Spatializer ÔÈÅÒÅȭÓ also a ȬÎÅÁÒ-ÆÉÅÌÄ ÅÆÆÅÃÔȭ 

feature which unlike the Oculus Spatializer you have to enable yourself in the audio source settings  

(Gould, 2018).  
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4. Problem definition 
In a discussion with the company supervisor and my graduation teacher in week 5 of my graduation the 

assignment was adjusted to not require carbon copies of the instruments but to give us the freedom to 

be more creative. This was done because at that point it was already expected there was only a slim 

chance we would receive the newer prototypes to work with during the project. 

The assignment is to create a VR application where the users can play music in VR in an intuitive way. The 

aim is to develop one or more VRMI, ÔÈÅÓÅ ÄÏÎȭÔ necessarily need to be a carbon copies of real-world 

counterparts. During the iterative process the project now can also head into the direction of developing 

and designing something unique for VR together with the gloves.  

The main interest of The Virtual Dutch Men is to create a video to be displayed on the internet 

demonstrating the application to create exposure, preferably featuring a famous professional musician. 

This ups the difficulty of the project as learned from the research about VRMI, musicians will expect more 

precise response then novices because of what they expect from playing in the real world. 

Secondly the application could be used by Sense Glove in the future as a demonstration tool for when 

they are visiting conventions demonstrating their gloves. 

My graduation will be about the designing of the VRMI and focus on the quality to the musicians, not the 

video. Making sure the senses are linked and decrease the chance of cyber sicknessȢ )ÔȭÓ ÁÌÓÏ ÉÍÐÏÒÔÁÎÔ ÔÏ 

strive for good immersion with the user having feeling of being in the VRE and working player body 

representation. Having an environment ×ÈÅÒÅ ÙÏÕ ÃÁÎȭÔ ÇÏ in real life and using iconic hands help with 

this. An easy way of adding immersion is to add audio spatialization since VR users often use 

headphones, so I will install an audio spatializer plugin in the project. During the development I will keep 

the design principles to designing VRMI in mind and test for them by developing a questionnaire for the 

testing of the prototype with musicians at the end of iterations.  
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5. Main and sub questions 

5.1. Main question 

ȰHow to design virtual reality music instruments in Unity using the Sense Glove virtual reality glovesȱ 

5.2. Sub questions 

ȰWhat are the features of the Sense Glove virtual reality gloves and how can they be used for 

VRMIs?ȱ 

I have added this question to help figure out the possibilities and limitations of VR gloves in general and 

the prototypes and how the features can be used to design VRMI. 

Ȱ7ÈÁÔ ÈÁÓ ÔÏ ÂÅ ÃÏÎÓÉÄÅÒÅÄ ÔÏ ÄÅÓÉÇÎ ÖÉÒÔÕÁÌ ÒÅÁÌÉÔÙ ÍÕÓÉÃ ÉÎÓÔÒÕÍÅÎÔÓȩȱ 

I ask this question to see if there are existing best practices for designing music instruments for virtual 

reality environments. 

Ȱ(Ï× ÔÏ ÓÅÔ ÕÐ 3D audio for headphones up ÉÎ 5ÎÉÔÙȩȱ 

This question got added during researching previous question. Immersion is factor in pulling off a VRMI 

therefore I added this question since 3D audio can aid immersion a lot. 
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6. Scope 
Where the main project will be about the complete experience this report will be focused on the 

development of an VRMI (or multiple) using the Sense Gloves. Due to it being unclear when or even if we 

will receive the newer glove prototypes my primary focus will be on the feature set of the gloves we 

already received to work with (this is excluding the haptic- and force- feedback features). 

Hardware problems with the gloves is off limits to us since were told not to try and fix the gloves 

ourselves of problems arise and just send the gloves to Sense Gloves. 

Since there is only one VR development pc with an HTC Vive and one set of gloves available for the 

project I will have to work on it together with another student. 

I will not be researching areas like the psychology behind the gloves or the VR experience since this is not 

my area of expertise. 

  



24 
 

7. Methodology 
Throughout the project the design principles found in the theory framework were followed. 

At the end of each sprint a meeting should be arranged with the musician(s) onboard with our project to 

come by and test the progress at that point and provide us with feedback for the next iteration by 

speaking/thinking aloud during the test and also by doing a questionnaire afterwards. 

I developed the questionnaire with the design principles for designing VRMIs from the theory chapter 

(this includes 3D audio) and the workings of the gloves in mind and can be found in the annexes section, 

the annex is ÃÁÌÌÅÄ Ȱ1ÕÅÓÔÉÏÎÎÁÉÒÅ 1.0ȱ.  

The first group of questions of the questionnaire is about responsiveness. The participant is asked about 

the responsiveness of sound, visuals (broken down into instrument and environment) and touch 

(tracking) at the moment of playing the instrument. For each of these senses the participant is asked to 

rate the latency ÏÎ ÓÃÁÌÅ ÆÒÏÍ Χ ÔÏ ΧΦȢ )ÔȭÓ ÁÌÓÏ ÁÓËÅÄ ÉÆ ÏÎÅ ÏÆ ÔÈÅÓÅ ÓÅÎÓÅÓ ÄÉÓÔÒÁÃÔ ÆÒÏÍ ÏÎÅ ÁÎÏÔÈÅÒȢ /ÎÅ 

use for this data is to check if the moments of feedback get linked, like the feeling of actually playing the 

instrument and not for it to feel detached because of maybe ÔÈÅÒÅȭÓ too much latency between hitting a 

key and hearing it. 

The next group of questions is about cyber sickness, which should be reduced as much as possible. For 

this topic the participant is asked about the video smoothness (framerate) and if there are any (annoying) 

flickering lights displayed during testing. Furthermore the participant is asked for thoughts on 

locomotion (like teleporting) when it is implemented. For ergonomony questions about real world to 

virtual environment mapping for the tracking would normally be included here but since this is done by 

the HTC Vive and 3ÅÎÓÅ 'ÌÏÖÅ ÓÙÓÔÅÍÓ ÔÈÉÓ ÉÓ ÏÕÔ ÏÆ ÏÕÒ ÈÁÎÄÓ ÁÎÄ ×ÏÎȭÔ ÂÅ ÁÓËÅÄȢ However the 

participant is asked how much of hassle the VR set up is to put on and use and to rate this on a scale from 

1 to 10. 

The following group of questions is about existing skills. The participant is asked about how familiar and 

intuitive the instrument feels for checking with existing skills the participant has. 

For the magic factor ÔÈÅÒÅȭÓ ÁÎÏÔÈÅÒ ÇÒÏÕÐ ÏÆ ÑÕÅÓÔÉÏÎÓ ×ÈÅÒÅ the participant is asked what his or her 

opinions are on how the instrument is extended beyond the possibilities of the real world and if he or she 

has feedback or ideas for extending the instrument beyond the laws of physics and or human anatomy. 

For immersion the participant is asked if he or she has the feeling of actually being in the virtual 

environment, to see whether or not ÔÈÅ ȬÐÌÁÃÅ ÉÌÌÕÓÉÏÎȭ ÉÓ ×ÏÒËÉÎÇȢ Which is a question standing on its 

own. For the topic of player body representation the questions about the correctness of the body 

tracking and if the virtual hands feel real to see if there is a sense of agency are grouped. 

Concerning the social experience the participant is asked the single question if the response of the virtual 

environment to the playing of the instrument is giving a sense like performing in front of an audience. 

Other features like incorporating a virtual crowd or recording features so performances can be captured 

potentially making the application have a multiplayer experience are beyond the project time frame and 

therefore not included. 

I later updated the questionnaire because at first I designed it to ask the questions myself at the end of 

test sessions and then to write down the answers myself but when testing with Rob Maas, the musician 
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onboard with our project, he already started to fill in the questionnaire himself. So I clarified a lot of the 

questions and added hints to steer towards certain answers I wanted to receive because in some cases 

they were off and not really usable. I removed hints being to technical and removed the question about 

locomotion since that feature got scrapped. For the question about rating the hassle of using the VR 

setup I added the indicated that it ranges from bad to good. The updated questionnaire can be found in 

the annexes ÓÅÃÔÉÏÎ ÁÓ ÔÈÅ ÁÎÎÅØ ×ÉÔÈ ÔÈÅ ÔÉÔÌÅ Ȱ1ÕÅÓÔÉÏÎÎÁÉÒÅ ΧȢΧȱȢ 
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8. Results 
 

Questionnaire answers by: 

Cas ter Horst after 
testing during 
iteration 5 

Sven Ordelman 
after testing 
during iteration 5 

Rob Maas asked 
about previous 
progress 
evaluation at 
iteration 6 
(without testing) 

Rob Maas after 
testing at the end 
of iteration 6 

Rob Maas after 
testing during 
iteration 7 

 

Responsiveness 

¶ How do you like the sound responsiveness when playing the instrument? Is the sound linked to 
what you play are does it feel detached? 

¶ How would you rate the latency from 1 to 10? 

Good, 7 Good, 8 There is still a lot 
of latency to deal 
with. 5 

Good. 8 Good. 8 

 

¶ What do you think of the visual response of the instrument when playing? Is there for example 
lag to the animation? 

¶ How would you rate this on a scale from 1 to 10? 

4ÈÉÓ ×ÁÓÎȭÔ ÒÅÁÌÌÙ 
visible (key 
movement), 5 

Nice, 8 In general good, 
except for some 
glitches due to 
retriggering 
mistakes. 6 

Good. 8 Good. 8 

 

¶ What do you think of the response of the dynamic visuals of the environment when you play the 
instrument? 

¶ How would you rate this on a scale from 1 to 10? 

This question 
×ÁÓÎȭÔ ÁÓËÅÄ 
because this 
feature was 
missing at the 
time. 

This question 
×ÁÓÎȭÔ ÁÓËÅÄ 
because this 
feature was 
missing at the 
time. 

This question 
×ÁÓÎȭÔ ÁÓËÅÄ 
because this 
feature was 
missing at the 
time. 

The spectrum bars 
are too small. 5 

Good. 8 

 

¶ What do you think of the response of the instrument to your movement? (tracking) 

¶ How would you rate this on a scale from 1 to 10? 

You auto correct 
for inaccuracy, 7 

,ÅÔȭÓ ÎÏÔ ÔÁÌË 
about that (pretty 
bad). The hand in 
game seems to 
small (length of 
ÔÈÅ ÆÉÎÇÅÒÓ ÄÏÎȭÔ 
match up) , 6 

In general almost 
OK, although the 
position of lower 
arm and hand are 
sometimes 
awkward from a 
pianistic 
perspective. 5 

)ÔȭÓ ÖÅÒÙ ÂÁÄȢ Ψ Very bad. 2 
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Does one of the senses (sound, visual, tracking) distract from one another? 

The flashing on 
the hands is 
standing out 

.Ï ÄÏÅÓÎȭÔ 
distract 

No The finger 
tracking does! 

Yes, the tracking 

 

Cyber sickness 

How did you experience the framerate? Is it smooth? Was there any stuttering? 

Okay Good Good Good Smooth 

 

Did you experience any (annoying) flickering? Like, did lights flicker to fast? 

Yes, flashing on 
the hand 

Weird flickering 
lights on hand 

No No No 

 

¶ How much of a hassle is the VR setup to use? 

¶ From bad to good how would you rate this on a scale from 1 to 10? 

Okay, not too 
heavy to use 
(fatigue), 8 

If it would work 
immediately it 
would be fine 

A lot! 2 Very much! 2 A lot. 4 

 

Existing skills 

How familiar does the virtual instrument feel? 

Visually the 
keyboard seems 
off. Pinky finger 
×ÁÓÎȭÔ 
responding. 
Keyboard is a bit 
small (amount of 
keys) 

Okay, but you can 
pass through. You 
somehow have to 
rest your hands in 
the air (fatigue). 

Not familiar due 
to (arm/hand) 
positioning, 
missing haptics 
and playability 

Still feels 
unfamiliar 

n/a (because of 
the tracking) 

 

How intuitive would you rate the instrument (on a scale from 1 to 10)? 

This was not 
asked as the 
keyboard was still 
being pretty 
standard. 

This was not 
asked as the 
keyboard was still 
being pretty 
standard. 

3 4 n/a 

 

Magical (go past the laws of physics / human anatomy) 

What do you think of how we extended instrument usage beyond the possibilities in the real world? 

ȣ Passing through is 
not an advantage 

4ÈÅÒÅȭÓ ÎÏ 
extension (yet) 

4ÈÅÒÅȭÓ ÎÏ 
extension 

n/a 

Do you have feedback or ideas for us extending the instrument in ways not possible in real life? 

Be able to turn on 
a beat, be able to 
trigger samples 
like animal sounds 
(pads), have real 
keyboard 
functions 
(presets). 

Swiping trough 
octaves on the 
keyboard. 
Swiping trough 
instruments 
(guitar/bass 
guitar). 

Using gestures for 
sound control with 
one hand while 
playing with the 
other 

Playing with one 
hand and 
gesturing with the 
other to control all 
sorts of 
parameters 

Same as last time 
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Sense of presence 

Do you ÈÁÖÅ ÔÈÅ ÆÅÅÌÉÎÇ ÏÆ ȬÂÅÉÎÇ ÔÈÅÒÅȭȩ 

The keyboard is a 
bit out of place in 
the environment. 
4ÈÅ ×ÏÒÌÄ ÉÓÎȭÔ 
lively. Add 
shooting stars 
maybe. 

You do know 
ÙÏÕȭÒÅ ÕÓÉÎÇ 62Ȣ 

Yes Yes Yes 

 

Player body representation 

What do you think of the tracking of the arms and hands? 

In this case not 
really well, in-
game the hand 
seems not wide 
enough. 
Wrist tracking is 
offsetting 
overtime. 

Hands in game 
were smaller 
compared to the 
real world. 

Still unrealistic 
due to lag and 
ÒÅÔÒÉÇÇÅÒÉÎÇȭÓ 

)ÔȭÓ ÂÁÄ Very bad 

 

Do you feel like the hands in the virtual environment are yours?  

The fingers in the 
VRE seem to 
narrow. 

Okay Nope, they look 
like glitchy 
abstracts 

+ÉÎÄ ÏÆȣ Not like this 

 

Social experience 

Do you feel that the dynamic visuals responding to what you play give a sense of giving a performance 
(like for a crowd)? 

The dynamic 
environment 
ÆÅÁÔÕÒÅÓ ×ÅÒÅÎȭÔ ÉÎ 
place so this 
ÑÕÅÓÔÉÏÎ ×ÁÓÎȭÔ 
asked. 

The dynamic 
environment 
ÆÅÁÔÕÒÅÓ ×ÅÒÅÎȭÔ ÉÎ 
place so this 
ÑÕÅÓÔÉÏÎ ×ÁÓÎȭÔ 
asked. 

The dynamic 
environment 
featureÓ ×ÅÒÅÎȭÔ ÉÎ 
place so this 
ÑÕÅÓÔÉÏÎ ×ÁÓÎȭÔ 
asked. 

.ÏÔ ÙÅÔȣ n/a 

 
Figure 14. Questionnaire answers combined. 

Just before the gloves had to be sent away to Sense Glove for repairs I did some testing with the students 

Cas ter Horst and Sven Ordelman ×ÏÒËÉÎÇ ÉÎ ÔÈÅ ÓÁÍÅ ÒÏÏÍ ÁÓ ÕÓȟ ÉÎ ÃÁÓÅ ÔÈÅ ÇÌÏÖÅÓ ×ÏÕÌÄÎȭt return in 

time. For these tests only the right glove was used. Due to inexperience, the physics problem, scheduling 

conflicts and the gloves being away for repairs testing with Rob Maas was delayed until late in the 

project. The general theme in the answers given by Rob to the questionnaires is that the tracking is bad 

and it distracts from the other features. I could only arrange for two test moments after we received the 

gloves back. With the first test I was a bit overwhelmed by how bad the gloves were responding. Defects 

the gloves were sent away for were returning and wrist movement was behaving very unnatural. Before 

the second test with Rob I have tried to see what could be done about the tracking by testing the 

different modes of the SDK and wrote a script so we were able to use manual calibration for both gloves. 

7ÈÉÌÅ ) ×ÁÓÎȭÔ ÈÁÖÉÎÇ ÔÈÅ ÓÁÍÅ ÅØÔÒÅÍÅ ÐÒÏÂÌÅÍÓ ÔÈÅÙ ÒÅÔÕÒÎÅÄ ×ÈÅÎ 2ÏÂ ÃÁÍÅ ÂÙ ÆÏÒ ÔÅÓÔÉÎÇ ÁÇÁÉÎ 

(even a Vive tracker holder broke). Resulting in the testing not being very fruitful. 
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8.1. ȰWhat are the features of the Sense Glove virtual reality gloves and how can 

they be used for VRMIs?ȱ 

3ÁÄÌÙ ) ÄÉÄÎȭÔ ÇÅÔ ÁÎÙ ÄÅÖÅÌÏÐÍÅÎÔ ÔÉÍÅ ×ÉÔÈ ÔÈÅ ÎÅ×ÅÒ ÐÒÏÔÏÔÙÐÅÓ ÄÕÒÉÎÇ ÔÈÅ ÃÏÕÒÓÅ of this graduation 

report, so I will write about the old prototypes. 

General finger tracking is the most basic feature a VR glove should have, for playing pieces of music the 

gloves fell short and the missing sideways finger tracking is a huge miss. In that sense, solutions that are 

already available on the market with finger tracking being their only feature seem a better option. 

I can really imagine the haptic feedback being a nice addition, without having experienced gloves that 

have the feature I could already tell it would be a welcome addition to actually feel something when you 

touch a key in the application. Because sometimes even when using see trough hand models fingers will 

still be somewhat obscured and when trying to play music ÓÏÆÔÌÙ ÉÔȭÓ ÎÏÔ Ënowing when you hit but 

waiting for when you hit. The continuous feeling sensation like the HaptX gloves are capable of would be 

Á×ÅÓÏÍÅ ÂÕÔ ÔÈÁÔ ×ÏÎȭÔ ÂÅ featured on any commercially available glove for a long time but short 

instances are better than nothing ɉȰ4ÅÃÈÎÏÌÏÇÙ ȿ (ÁÐÔ8ȟȱ ÎȢÄȢɊ. 

All of the gloves researched in the theory framework except for the HaptX glove have a wireless ability 

which really would be a welcome feature (tables 1 and 2). Especially since the USB cables didÎȭÔ ÃÌÉÃË ÉÎÔÏ 

the connector or is held into place another way and thus disconnected easy during usage. Related to this 

was aÎ ÕÎ×ÁÎÔÅÄ ȬÆÅÁÔÕÒÅȭ ×ÁÓ ÔÈÅ ÉÎÔÅÒÎÁÌ ÃÈÉÐ ÇÏÉÎÇ ÉÎÔÏ ÓÌÅÅÐȟ ÏÎÌÙ ÔÏ be fixed by reconnecting the 

glove. 

At the end of the project itself, after the timeframe of this report we will have development time with the 

newer prototype and I would be very happy to make use of the haptic and force feedback functions. The 

tracking will also be way better with also having the sideways finger tracking. We already got to 

experience this with a demonstration. For the price the development kits will become available including 

the wireless packages, I think customers get a good deal. The only other glove I have come across that 

also features haptic and force feedback ÉÓ ÔÈÅ (ÁÐÔ8 ÇÌÏÖÅ ×ÈÉÃÈ ÉÓÎȭÔ ÐÕÒÃÈÁÓÁÂÌÅ ÁÎÙ ÔÉÍÅ ÓÏÏÎ (table 

2). 

8.2. Ȱ7ÈÁÔ ÈÁÓ ÔÏ ÂÅ ÃÏÎÓÉÄÅÒÅÄ ÔÏ ÄÅÓÉÇÎ ÖÉÒÔÕÁÌ ÒÅÁÌÉÔÙ ÍÕÓÉÃ ÉÎÓÔÒÕÍÅÎÔÓȩȱ 

Early on we were developing multiple instruments like a piano, drum and a xylophone. After the first few 

sprints we realized it was better to focus on one instrument and finalize it to maybe then work on 

another ×ÈÅÎ ÔÈÅÒÅȭÓ ÓÔÉÌÌ ÔÉÍÅ ÁÖÁÉÌÁÂÌÅ.  

The synthesizer keyboard was the instrument that we decided to build first as we were advised by Tim 

Moelard of The Virtual Dutch Men at the start of the project from his experience with the newer 

prototypes and by Rob because of the possibility of playing music with samples of different instruments 

while focusing on one instrument. 

When I tried to implement the script I made to change the volume of the sample being played when a 

user hits a key ÉÔ ÄÉÄÎȭÔ ×ÏÒËȢ 4ÈÉÓ ×ÁÓ ÂÅÃÁÕÓÅ ÏÆ ÔÈÅ ÃÏÌÌÉÄÅÒÓ ÏÆ ÔÈÅ ÆÉÎÇÅÒÓ ×ÅÒÅ set to be kinematic and 

ÔÈÅÒÅÆÏÒÅ ×ÅÒÅÎȭÔ ÇÉÖÉÎÇ Á ÒÅÌÁÔÉÖÅ ÖÅÌÏÃÉÔÙ ÖÁÌÕÅȢ "ÅÃÁÕÓÅ ÏÆ ÔÈÉÓ ) ÈÁÖÅ ×ÒÉÔÔÅÎ Á ÓÃÒÉÐÔ ÔÈÁÔ ÃÁÎ ÂÅ ÐÕÔ ÏÎ 

objects like the fingers that compares the distance between the position of the object on the previous 

frame and the current frame returning a velocity value that can be accessed by other scripts. The 

kinematic setting for the colliders are probably enabled because the fingers of the gloves and the Vive 
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ÔÒÁÃËÅÒÓ ɉÆÏÒ ÔÈÅ ÁÒÍÓɊ ÇÅÔ ÕÐÄÁÔÅÄ ÅÁÃÈ ÆÒÁÍÅ ÁÎÄ ÓÈÏÕÌÄÎȭÔ ÂÅ ÁÆÆÅÃÔÅÄ by physics to be positioned to 

the real world positions. 

For the keys to be animated originally we tried to use hinges, which are build-in Unity components that 

also enable you to create doors for example. The problem was that even after locking positional and 

rotational axis you were still able to push the keys away in ×ÁÙÓ ÔÈÁÔ ÓÈÏÕÌÄÎȭÔ ÈÁÐÐÅÎȢ ) ÔÒÉÅÄ ÔÏ ÓÅÅ ÉÆ ×Å 

could make use of configurable joints (that also come with Unity) ÂÕÔ ÔÈÅÙ ÄÉÄÎȭÔ ÓÅÅÍ ÔÏ ÂÅ the fix we 

were looking for.  

 

Figure 15. The synthesizer keyboard shown with the colliders visible 

After there was no real progress for a week I contacted Hans Wichman, a teacher at Saxion, to help us fix 

ÔÈÅ ÐÒÏÂÌÅÍȢ 4ÈÅ ÓÏÌÕÔÉÏÎ ÂÙ (ÁÎÓ ÄÏÅÓÎȭÔ use physics but uses a collider area for each key, spanning 

from just the top surface of the key downwards to be just tall enough for keys to be pressed down like in 

the real world. The user now only interacts with the collider area not with the visual key object. The 

rotation of the visual key is calculated by how far a finger is down from the top of the collider. This 

happens only when the finger travels downward, also fixing the problem being able the trigger sound 

when the finger came from below. At the same time the velociÔÙ ÏÆ ÔÈÅ ȬÈÉÔȭ ÉÓ ÍÅÁÓÕÒÅÄ for the volume.  

To load different sample presets the keyboard 

has four buttons to change between them. For 

the key objects to load the different samples I 

created a script that when one of these buttons 

is pressed an event gets triggered where the key 

objects script are subscribed to. With the event 

the preset name from the preset enumerator 

housed in the keyboard script is also passed (like 

Piano or Synth). To show which preset is 

currently active we have the button glowing and 

pulsing slightly to hint that a user can interact with the buttons. Each preset button has a different color 

which can be changed in the Unity editor. For the glow to toggle on and off I created a script that on 

 

Figure 16. Preset button script component 

 






















































